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1. 内容概述
   1. 使用sigmoid函数的深层神经网络在使用SGD训练时面临梯度消失的问题,然而,如果我们启发的认为梯度有用的是其方向信息,而其大小是不重要的,那么我们可以对过小的梯度采取某种放大手段使训练能正常进行.事实上,由于学习率,我们原本便并非在意梯度的原本大小.
2. 算法思路
   1. 作为放大程度的标准,采用如下的启发式规则:令学习率动态变化,对于每层,使得到的梯度乘上学习率后,其范数与该层权重向量的范数的比值为预先设定的定值,此定值可称为”相对学习率”.
3. 实验环境
   1. 数据集
      1. Mnist数据集
   2. 网络
      1. 深层NN
   3. 框架
      1. 主要使用keras进行模型构建,使用numpy进行预实验
4. 实现思路
   1. 在预实验中,在基于numpy的NN上实现目标算法是容易的.
   2. 在keras中,需要继承抽象基类,自己实现一个和平台接口一致的标准优化器,这样的好处是仍可以使用框架的其它工具.
5. 实验过程介绍
   1. 预实验
      1. 实现
         1. 通过一本教材[1]上的源码,获得了numpy实现的NN,在其上修改实现目标算法
      2. 结果
         1. 经预实验验证,普通SGD确实几乎无法训练,在尝试的数个学习率中,均表现为验证集准确率始终为随机猜测,loss不下降
         2. 发现改进的SGD不仅能够正常训练,且收敛很快
   2. 在keras上的验证
      1. 首先重复了预实验的内容,结果一致.
      2. 在训练过程中,发现算法虽然能从无法训练变为可训练,但其最终准确率不高,甚至差于三层感知机,至此,实验的主要目标变为优化最终准确率,证明该优化方法可以收敛到一定程度上较好的结果
   3. 性能优化
      1. 使用多种常见方法进行了尝试,包括dropout,l2正则化,通过预处理扩展数据集,特殊的初始化,更换损失函数,更换激活函数等,某些方案取得了一定效果.
      2. 对于算法中的范数,首先使用了l2范数,后在实验中发现l1范数的效果一般更好
      3. 基于一篇论文[2]中描述的结果,尝试了数种已被证实可能取得好效果的网络结构(NN层数和神经元个数),但由于某些技术手段实现较繁,没能复现其结果
      4. 最终得到的最好结果为98.47%的正确率
6. 实验存在的问题
   1. 速度问题:在尝试过的范围内,方法速度并不比流行的优化器快,与adam对比,在扩增到250000的数据集下,两者仅在第一个epoch相差不大,之后表现不如adam快速和稳定.
   2. 难以训练到较好准确率,在达到90%左右准确率后,表现出难收敛,或者在准确率还较低时就过拟合的现象,很难训练到较好的准确率
   3. 存在数值上的问题,某些情况下会出现loss变为无意义的值(越界,除0等),更换sigmoid为tanh,或更换cross\_entropy为mse均会导致无法正常训练.
   4. 对于普通SGD是否完全不能训练存疑,因为实验只能说明尝试过的范围内效果不好,事实上,论文[2]中指出其正是使用了普通SGD进行训练的,但是即使普通SGD可以训练,本算法仍可以看作一种自动设置合适学习率的启发式,不失实践意义
7. 关于代码和细节
   1. 提交三份代码,包含了一部分实验内容,报告未提及的实现细节可以参照源码
   2. 为实验方便,很多代码和结果均没保存下来,提交的仅为部分,关于预实验未提交代码.
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